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Abstract. Appearance model is one of the most important components
for online visual tracking. An effective appearance model needs to strike
the right balance between being adaptive, to account for appearance
change, and being conservative, to re-track the object after it loses track-
ing (e.g., due to occlusion). Most conventional appearance models fo-
cus on one aspect out of the two, and hence are not able to achieve
the right balance. In this paper, we approach this problem by a max-
margin learning framework collaborating a descriptive component and a
discriminative component. Particularly, the two components are for dif-
ferent purposes and with different lifespans. One forms a robust object
model, and the other tries to distinguish the object from the current
background. Taking advantages of their complementary roles, the com-
ponents improve each other and collaboratively contribute to a shared
score function. Besides, for realtime implementation, we also propose a
series of optimization and sample-management strategies. Experiments
over 30 challenging videos demonstrate the effectiveness and robustness
of the proposed tracker. Our method generally outperforms the existing
state-of-the-art methods.

Keywords: Descriptive model, discriminative model, collaborative track-
ing, SVDD, structural prediction, long-term and short-term memory.

1 Introduction

Visual tracking is a fundamental research problem in computer vision and is im-
portant for a large variety of applications. Although significant progress has been
made, challenges still remain due to numerous factors such as partial occlusion,
illumination change, pose variation, and background clutter, etc. To handle the
challenges, it is important to adopt an appropriate appearance model.

An appearance model can be built descriptively, to form a robust object
model; or be built discriminatively, to separate the object from surrounding
background. Both have their strengths and weaknesses in visual tracking. The
former directly models the object appearance [13,17,11,20], but easily drifts to
similar distractors, the latter one distinguishes the target from the background
[2,10, 14], but is not robust enough as the background may change dramatically.
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Although several collaborative models have been proposed to take the best of
both [26, 30], they usually learn the two kinds of appearance models separately,
which hinders them seeking the right level of balance between these two types
of models.

Another factor needs to be considered for appearance model is adaption. In
order to capture the dynamically changing appearance, it is also required that
the appearance model should be adaptively updated. Some models adjust an ad-
hoc learning rate to update the appearance model with most recent observations
[2,11, 6], which makes the tracker be prone to drift in case of erroneous updates.
Some other models learn from a subset of historically observed samples [10, 12],
which is not sufficiently adaptive to handle fast appearance change. To cope
with the well known “stability-plasticity” dilemma, Santner et. al [21] combine
complementary models operated at different timescales, Xing et al[28] collect
samples at different time for online dictionary learning. Their success suggest
that utilizing different lifespan information is important for adaption, but how
to balance this these information remains to be an open problem.

We propose a novel way to collaborate the descriptive component with the
discriminative component in a unified max-margin framework for appearance
modeling. The two components are with different lifespans to better exploit their
complementary modeling power, leading to a more data-dependent adaption of
appearance model. The main contributions of the paper lies in three aspects:

Components: We employ a descriptive component and a discriminative com-
ponent to composite the appearance model. The descriptive component is based
on Support Vector Data Description (SVDD) [23]. It describes the global prop-
erties of the target from all the tracked frames, using representative samples to
capture their essential characteristics. Meanwhile, the discriminative component
is based on Structured Output SVM (SSVM) [24]. Tt differentiates the targets
from its surrounding background in recent frames, focusing on the most violated
background samples to guide the accurate localization.

Collaboration: We cast the two relevant but distinctive components in a u-
nified max-margin learning framework, where they are combined in a mutually
beneficial way. The descriptive component uses discriminative information to
modify its descriptive boundary, and the discriminative component recalls rele-
vant descriptive samples to increase its discriminative ability. More meaningfully,
as the two components have different lifespans. The adaption of the appearance
model is influenced by current discriminative samples, but at the same time
seeks for a consistence with previous descriptive samples.

Computation: To reduce the computational burden, two kinds of strategies
are taken. The first is the learning strategy. We optimize the collaborative model
in its dual form to make use of optimized solution from previous time instance,
and only select the most informative samples for fast approaching the optimum.
The second is the implementation strategy. As the training data increase linearly
during tracking, there is a need to control the size of sample set. We adopt a
series of set management operations, which boost the tracking speed without
impacting much of the tracking accuracy.
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2 Related Work

We compare our description-discrimination collaborative tracker with the previ-
ous methods based on generative, discriminative and collaborative models.

Generative models estimate the distribution of object appearance directly,
they usually form a robust object representation in a particular feature space,
including superpixel [25], and feature histograms [1,11,6], etc. Recently, sub-
space based generative models attract a lot of attention [20, 15], and the trackers
making use of sparse representation become quite popular [17,13,30]. Different
from generative models, the descriptive component in our method is based on
the idea of SVDD [23], which estimates the support of the target distribution
rather than the full density. As shown in [7], the decision function of SVDD can
well capture the density and modality of the feature distribution by using kernel
techniques [7,16], which is effective to capture the changing appearance of the
target.

Discriminative models aim to distinguish the target from the background.
They usually train a dynamic target classifier with the most prevalent algo-
rithms, such as boosting [9,2], random forest [21,14] and SVM [12,10]. The
discriminative component in our model is inspired by a state-of-the-art discrim-
inative tracker [27], termed “Struck” [10]. Struck predicts the change in object
location using structured output SVM(SSVM) [24], which alleviates the “label
jitter” and turns out to be more suitable than binary classifier for prediction.
Compared with Struck, our discriminative component regards the temporal in-
equality between target and background. Specifically, we only utilize recent back-
ground samples, which is more suitable for tracking in the dynamic environment.

Collaborative models have already attracted a lot of attention. They collab-
orate different models to explore their complementary strength to enhance the
tracking robustness. For example, Wen et. al [26] and Zhong et. al [30] employ
the different models in parallel, and predict the targets by fusing their separate
results. Meanwhile, Kalal et. al [14] integrate different models in a cascade, suc-
cessively selects the best sample from the candidates. Both kinds of collaboration
do not build mutual beneficial connections between different models, therefore
lack a unified and consistent treatment to explore the complementary strength.

3 Description-Discrimination Collaboration

An object is represented by a bounding box. Let ) stand for the set of possible
bounding boxes, whose element y = {x,y, s} is a three dimensional vector de-
scribing position and scale. The features extracted from image x; that correspond
to the area inside the bounding box y are denoted as ¢(x:,y). In this paper,
¢(x¢,y) is a high dimensional normalized vector, whose Lo norm is required to
be a constant.

Instead of training a binary classifier over ¢(x;,y), we learn a score function
F : XxY — R that measures the compatibility between (x;,y) pairs. Considering
its efficiency at predictive stage, F is assumed to be linear that can yield higher
scores to those more similar to the target. The optimal state y; is predicted by:
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Fig. 1: Overview of our Description-Discrimination Collaborative Tracking algorithm. We crop the
long-term target samples and short-term target-background samples into S84 and SB(red dot is the
target while blue dot is the background). In order to keep both robustness and adaptiveness, the
score the target samples are highlighted by different samples from different views. We put the learned
support vectors ( dots with loops) into VA and VB, They together contribute to the score function.

yt = argm}f’iXF(th) = <W7¢(xt7y)>' (1>

Parameters w encode the object’s appearance, which is collaboratively learned
from two components through a single objective function:

min - R(w) + O L7 (w) + C™ - L7 (w), (2)

where £ £%5 represent the loss terms on the descriptive component and
discriminative component. C%* and C%# are scalar parameters to trade-off the
impact between the two components. R(w)=||w||3 is the regularization term.

3.1 Descriptive Component

As the object appearance continuously changes in the feature space, neither off-
line trained detector nor the appearance template from the first frame is able
to capture its variations. To built an effective prior for tracking, we focus on
describing the dynamical target set S, which ideally contains the features of all
tracked targets until the current time 1nstance ie. SA = {p(x,¥:)|i = 1...t}.
We describe the set S# using SVDD. The basic idea of SVDD is to employ
a hypersphere to enclose the target set and minimize the sphere’s volume to
exclude outliers. Given the hypersphere’s center ¢, the descriptive loss term is :

£ (e) = min B*+C Y H(llo(xi, yi) —ell* — ), (3)

where R is the radius of the hypersphere, and H(z) =maz(0, z) is the hinge loss.
As mentioned above, all the features are constrained to have a constant norm
a, i.e., [|¢(x¢,y)|2 = a. Let w = 2¢ and p = f|w[3+a®—R?, £%*(c) can be
transformed to £9°%(w):

£%*(w) = min 1||w||§ - p—l—éz H(p—w - ¢(xi,¥:)) + const. (4)

p 4 -
where £9°%(w) is in the form of 1-class svm [22], which is convenient to be opti-
mized and is good at handling high dimensional data. The proposed descriptive
component have two advantages for object tracking. It captures the global sup-
port of the samples in S#, hence is robust to outlier target samples. In addition,




Description-Discrimination Collaborative Tracking 5

the learning of descriptive component needs less prior knowledge but depend-
s more on the tracked samples, enabling the tracker to adapt to the complex
changes of the object.

3.2 Discriminative Component

However, if the tracker merely relies on the descriptive component, it tends to fail
when the object’s appearance changes rapidly. This is because the descriptive
component attempts to describe the whole distribution of target samples and
may not well capture the current object appearance. Opposite to the target
object, the background contains important contextual cues and is effective for
accurate localization. To achieve tracking adaptivity, we only focus on the most
recent IV frames, where the both target and background samples are cropped
into a set SP, i.e. SB={¢(x;,y)ly € V,j=t—N+1,...,t}.

Inspired by the Struck tracker [10], we discriminate the target and the back-
ground samples in SP using SSVM [24]. The basic idea of SSVM is that the
scores of the target should be larger than those of the background samples in
the same frame at least by a margin A(y,,y). Therefore, £L4%(w) is

L%(w) = Y H(A®F;,y)-w-06i(x;,¥)), (5)
3, Y#3;j

where 0¢;(x;,y) = ¢(x;,¥;) —d(x;,y), and A(y;,y) is the structural loss that
rescales the margin of each sample differently based on the bounding box over-
lap ratio, defined as A(y;,y) = 1—%:8;3. Different from binary classifiers,
SSVM explores the structural relationship among samples that each target sam-
ple is associated with the background samples in the same frame. In this way,
the contextual information contained in background samples is well oriented to
the specific target instance and can be updated along with the target instance
as well.

3.3 Collaborative Model

We take Eq. 4 and Eg. 5 into Eq. 2. After arranging the coefficients, the original
objective function is rewritten as:

min 5 |[Wl3-Cip+Ca Y- H(p—w-o(xi,3:))+Ca Y H(As,y)-w+06,(x:,)); (6)
i 5Y#Yj

Using standard Lagrangian duality and reparametrizing techniques [4], we in-

troduce multipliers ai,ﬁ;’ for each feature ¢(x;,¥;) in S# and ¢(x;,y) in SP.

Then the dual form of Eq. 6 is ':

ma;ax —%aTKAa—aTKABﬁ— %,BTKB,@—/GTA,

st Vi Y a;=C1i,0<a <Co; Viy Y BY =08 <Csd(y,¥),
7 y

(7)

! We leave the derivation in the supplementary materials.



6 D. Chen et al

where a, 8 and A are column vectors that concatenate the ay, 6]5-' and A(y,;y);
K4 and K are the kernel matrices for S# and SZ; and K48 measures the inter
affinities between the two sets. The entries of the three matrices are all calculated
based on a linear kernel function: k(x,y,X,¥)={(¢(x,¥), #(X,¥)). With the mul-
tipliers o and ,Bg', the parameters w in Eq.7 is represented as: w=a ' ®4+3 &,
where &4 and $p are feature matrices that concatenate the features in S* and
SP along the column. a'@ 4 corresponds to the descriptive component, which
is a nonnegative linear combination of features in S, while 3"T®g corresponds
to the discriminative component, which is a linear combination of features in
SE highlighting the difference between target and background samples. All the
features with non-zero multipliers are called Support Vectors.

Discussion. The proposed collaborative model intends to better exploit the
different properties of the target samples and background samples to build more
robust appearance model for visual tracking. Generally, there are a small number
of target samples, while background samples surround the target are abundant.
Furthermore, the appearances of target samples from different frames are rela-
tively similar, while the appearances of background samples vary a lot especially
in dynamic scenes. The collaborative model is well oriented to the two properties.

Firstly, the discriminative component takes advantage of SSVM [24] like
Struck. SSVM makes use of structured samples, it does not need to sample
around the target to obtain positive samples that may cause “label jitter”, but
only stresses that the score of target sample should be larger than the scores
of background samples in the same frame. Secondly, the descriptive component
utilizes SVDD [23]. SVDD explicitly puts a prior on the target samples to cap-
ture the major characteristic of the object. It is robust to outlier and alleviates
the learning burden of SSVM by avoiding using obsolete background samples.

The collaborative strategy is superior to Struck - the tracker using SSVM,
which, along with its variants has been regarded as the state-of-the-art during re-
cent evaluations and challenges [18,27]. Under the framework of SSVM, in order
to retrieve historical target samples for learning the appearance model, Struck
has to use the obsolete background samples in the same frame with the target
sample. However, for tracking in dynamic scenes, the obsolete background sam-
ples can hardly help the current tracking, instead it would actually contaminate
the appearance model and increase the computational cost. Our collaborative
model gets rid of this limitation. The descriptive component summarizes the pre-
vious target samples to be robust, while the discriminative component adopts
most effective background samples to be accurate. The two components build
natural connections between each other, and the samples in S4 and SZ together
decide the learning of each component.

More interesting, as the two components have different lifespans, their col-
laboration corresponds to the theory of the long-term and short-term memory in
human brain, where the long-term memory (descriptive component)recalls more
about the object itself rather than the background, while the short-term memory
(discriminative component) utilize the contextual information to influence the
forming of the long-term memory.
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4 Online Optimization

Eq.7 is a typical quadratic optimization problem for both @ and 3. Considering
the tracking efficiency, we decompose the original problem into a sequence of
subproblems inspired by the SMO algorithm [19]. Each subproblem first selects
coefficient pairs (a4, «_) and (5§’+7 BY7) , then optimizes the coefficients using
an elementary step. In this section, we first discuss the elementary step, then
explain the online selection.

4.1 Elementary Step

As constrained by >, a; =C1 and Zy ﬂj’ =0, the elementary step modifies the
coefficient pairs by opposite amounts:

e ap A BYF  BY N
Qa4 a_—\* BY BTN

)

where A, \? > 0, leading to an one-step maximization subject to the constraints
in Eq. 7. In order to obtain A%, A%, we first introduce g(a;) and 9(8Y), which are
the gradients of Eq.7 w.r.t. the multipliers «; and Bjy , respectively:

glai) = —=(w,d(xi,34));  9(B]) = —(w,8(x5,¥)) — A5, ¥)- )
We first calculate the unconstrained A* and A? as:
O g(our)fg(a,)7 36— Q(Bfr) —9(87)
Zaja- Zgygy- (10)
Zayo =kasastka o ~2hasas  Dayrg=Koyrorrthoy o — 2Ky

where kq o,k gytgyts ... are kernel values for the corresponding feature pairs. We
J J

enforce the constraints in Eq.7 to get the exact adjustment of A* and A%, i.e.:
Y = max(min(A*, o, Co—a4),0), A’ = max(min(A\?, C36(y, y,) — BJ”),O). (11)
Finally, the parameter w is updated according to
w = WA (9(x;, yH) —d(x5,¥) + A7 (B¢, ) —d(x—, ¥-)). (12)

The entire elementary step is summarized in Alg. 1.

Algorithm 1 Elementary step
Compute the gradients g(a+),g(a,)7g(ﬁ;’+),g(ﬁ;’7) Eq. 9
Compute the unconstrained A%, \? Eq. 10
Enforce the constrains to obtain A%, \? Eq. 11
Update the coefficients a4, a,,ﬂfr, By Eq. 8

Update the parameter w Eq. 12
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Table 1: The three basic blocks for selecting the coefficient pairs to be optimized. Specifically, for 3,

we first determine frame j , then select the coefficient pair from the frame.

UPDATE RETRIEVE ADJUST
oy a argmax,ccsa g(@) argmax,ccva g(a)
a- arg min, cesa g(a) arg min, cesa g(a) argmin,ceva g(a)
frame j t a random k in SB a random k in VP
B;’+ e argmaxgy ccss 9(B3) argmaxgy cov e 9(B3)
B]’-'_ arg minﬁ{ecSB g(BY) arg minﬂzecss 9(BY) arg minB%GCVB 9(BY)

4.2 Online Selection

Online selection hinges on how to choose proper coefficient pairs that should
be optimized by the elementary step. Intuitively, the pair of coefficients should
define the feasible search direction with highest gradient. Even by doing so,
searching such coefficients from all the samples still need large storage and ex-
pensive computation, which hinders online tracking. As it has been observed
that support vectors are not updated frequently [3], it is indeed effective to se-
lect coefficients focusing on support vectors. Inspired by OLaRank [5], we design
three blocks for selection, which can update, retrieve, and adjust the support
vectors respectively:

— UPDATE selects the coefficients from newly incoming frame x: to improve the
model with new information.

— RETRIEVE selects the coefficients from past frames to retrieve past data to
assure the model’s generalization ability.

— ADJUST selects the coefficients of the current support vectors , and adjust them
to better adapt the model.

For convenience, we define V4 and V' as the support vectors in S# and S%, and
we also define C54, CSB, ¢VA, CVB as the coefficient sets for S4, SB, v4, VB,
respectively. Each block simultaneously selects the coefficients from a and 3, and
the process is summarized in Tab.1. All the coefficients associated with a new
frame are initialized to be zeros except ay. We initialized oy =C to satisfy the
constraint ), a; =C1, and a; will gradually decrease to be within [0, C5] as the
online optimization proceeds. As a result, the appearance model stresses more
on the first frame at the primary stage of tracking, which is reasonable before
forming a stable appearance model. We schedule the three blocks as suggested by
Bordes et al. [5], which is a simple scheme that considers both the computation
time and the progress of the objective function.

5 Implementation

We now explain some important implementation details of our algorithm.

Features. We use intensity histograms and gradient orientation histograms to
represent ¢(x,y). The bounding box region is divided into 5x5 cells, and then
the intensity value and gradient orientation in a cell are quantized into 8 bins.
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Therefore, each cell is represented by a 16 dimensional vector. Besides, for every
neighbouring 2x2 cells, we calculate the histogram sum to represent the appear-
ance of a larger region; for a set of randomly selected 30 cell pairs, we calculate
the histogram difference of each pair to capture the inter-cell dependency. All
these 16 dim histograms are Lo-normalized within their separate channels, and
then they are concatenated together to form a 1136 dim vector. Note that the
norm of the feature is made to be a constant. By using integral histogram [1],
the features can be computed efficiently.

Searching Strategy. Based on the histogram features, the distribution of
score values is usually smooth in the state space ). Hence, we employ a coarse-
to-fine search strategy similar to that presented in [6]. This method iteratively
samples the candidates based on SMC [8], which gradually approches the high
score region without the need of hand-tuning the motion parameters for different
video sequences.

Set Management. As tracking proceeds, the sizes of all the sets V4, VB, S4, SB
will increase incrementally, making the optimization more and more expensive.
Considering efficiency, we keep these sets with fixed size Ny 4, Ny, Nsa, NsB,
and therefore an appropriate set management is necessary.

1. For 84, each time we add the feature of the optimal state. When the number of its
elements exceed Nga, we condense the set by sampling its elements. Specifically,
we reserve the existing support vectors, then uniformly sample half of the rest
features, finally combine them to form the new S4.

2. For SP, each time we add the features of both target and background samples.
We only consider the samples in the neighborhood of the target, hence we produce
these samples by sampling around the target state on a polar grid centered on the
target, which gives 81 different locations. These samples are produced with same
scale as the current target state. Only the features from the last N frames are kept
in SB.

3. We maintain the features with coefficient o > 0 in V*. When |VA| > Nya, we
delete the support vector with smallest «, and transit its coefficient to the one
with second smallest a.

4. We maintain features with coefficient 8 # 0 in V. When VE > Ny 5, we delete all
the support vectors from the oldest frames.

The entire algorithm of our proposed Description-Discrimination Collaborative
Tracker (DDCT) is summarized in Alg. 2.

6 Experiments

Datasets and Metric. FExperiments are conducted over 30 publicly available
video sequences, which include the full MIL dataset [2] (tigerl, tiger2, coke,
cliffbar, david, dollar, facel, face2, girl, surfer, sylv, twinnings), the full PROST
dataset [21] (lemming, board, boz, liquor), the full VID dataset [15] (animal,
basketball, football, skatingl, skating2, singerl, singer2, soccer, shaking) and oth-
er 5 frequently used sequences (woman, bolt, car4, trellis, jump). The challenges



10 D. Chen et al

Algorithm 2 Description-Discrimination Collaboration Tracker
Input: .1, w7$A7SB7 VA, VB
1: y+ = arg maxy (W, ¢(x¢,y)) according to Searching strategy
manage S4, SP according to Set management
UPDATE — elementary step
manage VA, VB according to Set management
for j =1 tong do
RETRIEVE — elementary step
manage VA, VB according to Set management
for k=1 tony do
ADJUST — elementary step
end for
11: end for
Output: 3, w,84, 85, v4 VB

—_
@

Table 2: The challenges of experimental sequences

‘Main Challcngcs‘ Sequences ‘
Distractor dollar, basketball, liquor, football, bolt
Rotation cliffbar, face2, girl, surfer, board, shaking
Illumination tiger1, tiger2, coke, david, trellis, basketball sylv, carj , singerl, singer2, skatingl, shaking
Occlusion box, football, coke, facel, face2, girl, skating2, tigerl, tiger2, basketball, lemming, liquor, woman
Scaling cliffbar, david, girl, singerl, singer2, car4, lemming, board, liquor, skatingl, skating?2, trellis

of the data are summarized in Tab. 2. We use two widely accepted evaluation
metrics during our experiments: the center location error (CLE) [29] and the
Pascal VOC overlap ratio (VOR) [30]. Based on CLE and VOR, we employ the
precision plot and success plot to demonstrate the trackers’ performance. The
definition of the two plots can be found in [27].

Experiment Settings. The proposed Description Discrimination Collabora-
tive Tracker (DDCT) is implemented in MATLAB/C and runs about 12 FP-
S with a 3.07GHZ CPU. We empirically set the parameters as C; = 8,y =
0.75,C5 = 0.75, where C; is the sum for coefficients of descriptive support
vectors, and Cy,C5 restrict the influence of a single support vector in the de-
scriptive and the discriminative component, respectively. We fix the set sizes as
Ny 4 =20, Nyvg =50, Ngg =50, Ngg =20x81. Ny 4, Nyp define the maximum
number of support vectors in each component, and Ng4, Ngp are the sizes of
S4 and SB. For SB, we only keep the last N =20 frames and extract features
for 81 samples in each frame. The iteration times in Alg. 2 are: ny = 12 and
nr=10. All the parameters of DDCT are fixed in the experiments.

6.1 Analysis of the proposed method

Component analysis. In order to investigate the properties of the descriptive
component and the discriminative component, we construct two trackers using
either the descriptive or the discriminative component, named as DET and DIT,
respectively. For DET, we set C3 =0 excluding the influence from discriminative
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Fig. 2: Qualitative analysis of components. From left to right are tiger2, woman, box and basketball.

support vectors. For DIT, we set C7; = 3,C5 =0 to preserve the initial object
to collaborate with discriminative support vectors. Together with DDCT, we
run the three trackers over all sequences. We analyze their average VORs over
different datasets and challenges in Fig. 3(a). The overall performance and the
detailed quantitative results are provided in Fig. 5 and Tab. 3, respectively.

DDCT significantly outperforms the other two on the overall performance, as
shown in Fig. 3, 5 and Tab. 3. The results confirm the effectiveness of Description-
Discrimination collaboration, which enables the two components to benefit from
each other. DDCT performs most stably over different challenges, although the
overall performance fluctuates a bit over different datasets. This demonstrates
the robustness of our tracker, and at the same time verifies the degree of difficulty
for each individual dataset.

DET performs better than DIT on sequences in the MIL dataset and the
additional video sequences as shown in Fig. 3. In these Datasets, the change of the
object’s appearance is relatively small and mild, so that the major characteristic
of objects can be well captured by the descriptive component. Typical examples
are sequences tiger2 and woman ( Fig. 2). In tiger2, the target moves across the
leaves, DET tolerates the interruption caused by occlusion, while DIT updates
its appearance to the leaves. In woman, the pedestrian goes out of the occlusion
by the car, and both DET and DIT fail on the abrupt appearance change, but
when the target recovers its usual appearance, DET can re-track the object.

DIT performs better than DET on the sequences in PROST dataset and VTD
dataset as shown in Fig. 3. The object’s appearance changes drastically in VTD
dataset, and there exists similar objects in PROST dataset. The superiorities
of DIT are demonstrated in sequences box and basketball ( Fig. 2). In box, DIT
can distinguish the target from a similar black box. In basketball, the pose of
the player frequently changes, and DIT can adapt to the changing appearance
rather than drift to a distracter that is similar to its previous appearance.

Parameter analysis. We study the effect of two important trade-off param-
eters including the parameter C; and the iteration number nr. The evaluations
are implemented on randomly selected 15 sequences.
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Fig. 3: Quantitative analysis of (a) different components, (b) different parameters over 15 sequences.
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Parameter C reflects the descriptive ability of descriptive support vectors.
Fixing other parameters, we observe how C influences the tracking performance
as shown in Fig. 3(b). It can be seen that C should be neither too small nor too
large. If C is too small, C5 in Eq.7 can not effectively constrain the coefficients
a. Therefore the descriptive support vectors tend to overfit the samples at the
initial stage, and are reluctant to adapt to newly coming samples (Fig. 4, in
black dash). On the contrary, if Cy is too large, it will drive more samples to
become support vectors, and the descriptive support vectors become redundant
and increase the risk of incorporating outliers (Fig. 4, in blue dash). We set a
moderate C; to balance between the two situations, which is flexible to capture
distinctive poses without redundancy.

Parameter ng is related to appearance model updating. It balances the two
blocks UPDATE and RETRIEVE as described in Alg. 2. Different from the con-
ventional learning rates that significantly influence the tracking performance, ng
is relative mild. However, we can still observe trade-off phenomena in Fig. 3 (b),
a smaller np leads to an adaptive tracker where small error accumulate quickly
and cause the track to drift, while a larger ny generates a conservative tracker
which may not be able to respond to the changes in the appearance.

Discussion. Through the above analysis, we find that the tracking perfor-
mance of DDCT is not very sensitive to the parameters C7,Cy and C3. Among
them, C easily achieves stable performance in its range (in Fig. 3(b)). Cy and
C3 balance influence of the two components, even independent trackers DET
and DIT perform reasonably well(Fig. 3(a)). The robustness to the parameters
lies in the online optimization stage, where the updating the of model is more
dependent on the data — the gradients (in Eq.9). Meanwhile, parameters Cy, Co
and C5 play a gentle role in updating the appearance model. Specifically, C
controls the global updating property, and Cs and Cs prevent over-fitting (in
Eq.11).

6.2 Empirical comparison with other trackers

We compare DDCT with six competing trackers, named MIL [2], TLD [14], CT
[29], ASLSA [13], LSHT [11] and Struck [10]. The tracking results are obtained
by running their publicly available codes with default parameters. For a more
intensive comparison with Struck, we equip the original version with the same
feature as ours, named Struck®. Together with independent components DET
and DIT, we quantitatively compare the 10 trackers on all the 30 sequences.
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Fig. 5: The success plots and the precision plots for the comparison of different algorithms. We don’t
include the precision plot for TLD in (b), because some results of it are not available.

Tab. 3 reports the average VOR and average CLE of each sequence respectively.
Fig. 5 demonstrates their success plots and precision plots on all the frames to
compare the overall performance. More quantitative and qualitative results are
in the supplementary materials.

Discussion. The results generally reveal the benefits of the proposed descrip-
tion discrimination collaborative tracker, which achieves robustness and high
accuracy on diverse sequences. In the experiments, the enhanced Struck* is the
major competitor (in Tab.3, Fig.5). During the 60 tests, Struck* achieved 14
bests, 9 seconds and 7 thirds, and DDCT achieved 19 bests, 22 seconds and
11 thirds. Struck* performs well on the sequences with rigid objects and static
scenes such as tigerl, tiger2, coke and facel, etc. However, the use of obso-
lete background samples makes Struck* fail in dynamic scenes such as skatel,
skate2, singerl, and trellis, etc. Compared with Struck*, the proposed DDCT
uses historical target samples to be robust to outliers and uses current back-
ground samples to be distinctive to distractors, performing well in both static
and dynamic scenes. Besides, the different performance between Struck* and
Struck also suggests the superiority of employing a high-dimensional histogram
feature, where the “high dimension” can better characterize an object and the
“histogram” is less sensitive to the spatial alignment. In addition, from Tab.
3, we also observe the complementary property between DET and DIT, which
again confirms the rationality of their collaboration.
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Table 3: Results in terms of CLE and VOR, the best three results are in red, and
CT LSHT MIL TLD ASLSA Struck Struck® DET DIT DDCT
VOR ' CLE | VOR ' J | VOR.' CLE | VOR ' CLE [VOR' CLE | VOR ' CLE | VOR ' CLE | VOR ' CLE | VOR ' CLE | VOR ' CLE.
tigerl | 0.46 | 21.7 | 0.09 0.46 | 24.3 | 0.50 | -- ] 023,364 ] 0.63 |, 7.2 | 0.74 , i 065 | 7.4 | 0.74 | 4.2
tiger2 | 0.55 1 10.1 | 0.14 058 1102 | 0.31 1 -- | 0301316 0.65 1 65 | 0721 4.1 |0.721 0.24 1 315 | 0.72 1
coke | 040 | 15.5 | 0.56 039 | 14.0 | 053 | 7.8 | 0.69 | 4.9 | 0.60 | 55 |0.77 | 3.0 ) 050 | 9.3 |
ciff. | 043 | 181 | 0.11 0.51 035 | -- | 017,498 | 042 | 148 | 0.60 | 6.7 | 049 | 19.2 | 13.0 |
david | 0.57 | 6.1 | 0.56 0.43 1 20.7 | 0.57 1 17.2 | 0.50 ' 15.9 | 0.55 | 11.3 ' 0.83 1 2.8 | 0.51 1 18.6 i
dollar | 0.62 | 18.1 | 0.87 0.68 | 14.7 | 0.05 | 1573 | 2.4 | 0.65 | 174 | 038 | 63.0 | 077 | 54 | 0.84 | 3.7
facel | 0.64  25.4 | 0.66 0.63 | 24.6 | 0.53 | 27.5 | 0.61 | 43.6 I 0.88 4.9 | 083, 80 I 0.78 | 85
face2 | 0.61 | 17.4 | 0.68 0.64 | 138 | 0.55 | 11.7 | 0.74 ! ! 1 7.3 | 064 ' 109 | 0.63 ! 111 | 0.70 | 9.9
girl | 054 | 194 | 0.26 049 | 26.1 | 051 | -- | 0.30 | 489 | 5.9 | 0.60 | 134 i 029 | 79.5 | 0.76 |
surf | 0.15 1 28.4 | 0.19 049 1 9.8 | 3.6 | 0411236 0.58 1 65 | 0.59 | 59 | 040 1 40.6 I 0.67 |
syle | 057 | 127 | 063 0.55 | 157 | 0.64 | 124 | 0711 7.7 | 072 | 69 ; ; 0711 83 | 0.80 | 4.2
twin. | 0.53 | 12.8 | 0.46 0.58 , 9.7 | 033 | -- | 058,108 |0.64, 7.3 | 9.8 | 0.56 | 13.1 | 057 ,
lem. | 0.43 1 534 | 0.42 0.49 1 56.7 | 011 1 -- | 0.4 1200.7| 0.52 1 75.4 | 0.79 1 0.59 1 30.3 I 7.6
board. | 0.48 | 48.2 | 0.70 053 | 41.6 | 035 | -- 1190 | 0.71 | 189 | 0.71 | 180 | 0.78 | 0.73 | 19.0 | 0.78 | 10.8
box | 047 0.31 0.15 | 111.3 | -- | 040,710 | 0.32 | 142.9 | 0.05 | 176.9 | 0.06 | 202.0 | 0.73 | | 9.5
liquor | 0.20 1183.4 | 0.23 0.16 1 167.9 | 0.59 | -- | 0.21 12385| 0.61 | 51.4 | 0.62 | 56.4 | 0.82 | 4.4 !
animal | 0.03 | 2505 | 0.05 038 | 36.8 | 054 | -- | 062197 |0.85 | 8.1 | 079 | 64 | 0.85 | 36 i
basket. | 0.19 | 136.1 0.22 1 97.0 | 0.06 | -- | 02411036 0.03 198.3 | 0.53 | 23.3 | 043 | 825 I 0.69 | 9.8
football| 0.63 | 12.5 | 0.69 0.59 | 13.8 | 0.60 ' 12.5 | 0.59 ' 10.1 | 0.61 ! 12.4 | 0.83 ! 0.79 ! 2.4 138
skatel | 0.37 | 0.18 0.11 | 153.6 | 036 | -- |0.50 | 49.3 | 0.29 | 83.9 | 0.38 | 64.6 1 60.8 | 027 | 61.0 |
skate2 | 0.06 1 120.8 0.1 1109.1 | 0.04 1 -- | 0211551 | 0.08 1152.8 | 0.20 1 129.2 | 0.20 | 53.7 | 0.58 | 17.4 I
singerl | 034 | 14.7 | 034 0.33 1 178 | 0.40 | 3.8 | 0341 152 | 034! 252 | 0.76 | 68 | 0.79 ! !
singer2| 0.09 | 124.9 | 0.72 0.39 | 332 | 002 | -- |0.03,180.5| 0.02 | 180.8 i 0.40 | 492 | 0.32 | 824 i
soccer I 0.4 1 981 | 0.07 1 -- | 012 1131.2] 0.18 11114 | 0.19 1 113.0 | 0.17 1 164.6 | 0.21 1120.2 | 0.42 1 23.3
shak. | 0.65 | 82 | 0.53 058 | 14.5 | 051 | -- | 0.70 | 102 | 0.23 | 49.6 | 0.64 | 7.7 | 0.81 | 4.6 ) i
woman| 0.13 | 112.7 | 0.14 0.14 | 1200 | 0.62 | -- | 0.68 10.5 | 3.5 |0.75 0.68 | 14.6 | 0.16 | 142.0 | 0.75 ,
bolt | 0.52 1 10.0 | 0.38 1 85 | 0141 -- |0.701 4.7 | 0.17 ! 80.7 | 0.51 ! 0.05 1250.7 | 0.06 ! 126.0 !
card | 0.17 | 93.1 | 026 024 | 580 | 003 | -- |0.86| 3.3 | 0.55 | 0.25 | 80.8 1 166 | 037 | 776 | 3.3
trellis | 0.32 | 38.5 | 0.37 0.23 1 569 | 033 | -- I 055 | 9.6 | 7.9 | 0341 393 | 046 | 203 | 0.72
jump | 0.77 | 35 | 0.23 0781 28 | 080 ' -- | 080! 3.5 | 0.80 ! 079 ' 3 |0.86' 0.86 ' ' 1.8
average] 041 | 51.8 | 0.40 042 465 | 0.30  -- [0.50 469 | 0.51 434 40.1 | 0.57 0.70 ' 10.3

7 Conclusion

In this paper, we have proposed a novel visual tracking method based on de-
scription discrimination collaboration. We integrate descriptive component and
discriminative component in a unified max-margin learning framework, and take
advantage of their complementary modeling power in both representation and
lifespans. The collaborative model is not vulnerable to outliers like occlusion,
and it can track the target with high accuracy.

Furthermore, the adaptation of the model is more data-dependent, which
strikes for a balance between past and current appearances. To solve the whole
optimization problem, we devise a set of efficient and effective online selection
rules, which significantly accelerate the tracking process. Experiments on 30
sequences verified our hypothesis that the collaboration between the descriptive
and discriminative components would lead to better tracking performance. It is
shown that our proposed tracker generally outperforms existing methods.
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